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In this paper, we examine the obstructions to the solvability of certain embedding problems with the generalized quaternion group over arbitrary fields of characteristic not 2. First we consider the Galois embedding problem with abelian kernel in cohomological terms. Then we proceed with a number of examples in order to illustrate the role of the properties of the base field on the solvability of the embedding problem.

1. INTRODUCTION

Let $K/k$ be a finite Galois extension of fields with Galois group $F$ and let

$$1 \to A \to G \xrightarrow{\alpha} F = \text{Gal}(K/k) \to 1$$

be an extension of finite groups. The corresponding embedding problem $(K/k, G, A)$ then consists of determining whether or not there exists a Galois algebra $L$ over the field $k$ containing $K$ in such a way that $G \equiv \text{Gal}(L/k)$ and the homomorphism of restriction to $K$ of the automorphisms from $G$ coincides with $\alpha$. For abuse of notation we also call $(\ast)$ the embedding problem.

However, the classical formulation of the embedding problem is for Galois extensions as solutions. It is clear that a necessary condition (we call it an obstruction) for the solvability of $(\ast)$ in terms of Galois algebras is also a necessary condition (an obstruction) for the solvability of $(\ast)$ in terms of Galois extensions. Such a necessary condition is the compatibility condition found by D. K. Faddeev and H. Hasse.
We give one of its many forms. Namely, let $G \times K$ be the crossed product algebra of the group $G$ and the field $K$. We say that the group $G$ is compatible with $K$ or the compatibility condition holds for the embedding problem (\(*\)) if and only if $G \times K$ is isomorphic to the matrix algebra of order $|F|$ over a subalgebra (see [ILF, II, Sections 1 and 2]).

If the field $k$ has a characteristic $p > 0$, $A$ is a $p$-group; then the problem (\(*\)) is always solvable by [ILF, Theorem 3.10], and the solvability of (\(*\)) in terms of Galois extensions depends only on the rank of the groups involved by the famous Witt’s result [Wi].

Therefore, we will assume the group $A$, which is called the kernel of the embedding problem (\(*\)), to be abelian of order relatively prime to the characteristic of the base field $k$. Then the existence of a solution of (\(*\)) in terms of Galois algebras is a purely cohomological problem and we give cohomological interpretation of the embedding obstructions to the associated problems. We also give examples with the generalized quaternion group.

In Sections 6 and 7 we consider the quaternion groups $Q_8$ and $Q_{16}$, dealing only with Galois extensions of fields with characteristic not 2.

The obstructions to the realizability of groups of order a power of 2 as well as explicit solutions and additional results can be found in [GSS, GS, Ki, Le1]. It is known that the realizability of these groups over $k$ is linked to the splitting of certain products of quaternion algebras in $\text{Br}(k)$.

We will denote by $(a, b/k), a, b \in k^*$, the quaternion algebra generated over $k$ by two anticommuting elements $i$ and $j$ such that $i^2 = a, j^2 = b$ and by $(a, b)$ the equivalence class of $(a, b/k)$ in the Brauer group $\text{Br}(k)$. We say that $(a, b/k)$ splits if and only if $(a, b/k) \equiv \text{Mat}_2 k$—the matrix algebra; i.e., $(a, b) = 1 \in \text{Br}(k)$. The following two well-known facts about quaternion algebras are often useful.

**Proposition 1.1.** Let $a, b, c, d \in k^*$. Then

1. $(a, b) = 1 \in \text{Br}(k) \iff \exists x, y \in k: a = x^2 - by^2$

2. (the common slot property) $(a, b)(c, d) = 1 \in \text{Br}(k) \iff \exists x \in k: (a, bx) = (c, dx) = (ac, x) = 1 \in \text{Br}(k)$.

All necessary results about the Brauer group and quaternion algebras can be found in [La].

Now we give two definitions concerning the quadratic structure of the base field $k$.

**Definition.** The level $s(k)$ of the field $k$ is the least positive integer $n$ such that $-1$ can be expressed as a sum of $n$ squares.

**Definition.** An element $a \in k^* \setminus k^{*2}$ is rigid if the set of elements in $k$ represented by the quadratic form $\langle 1, a \rangle$ is precisely $k^{*2} \cup ak^{*2}$. 
Obviously, \(a\) is rigid if and only if there exists \(b \in k^* \setminus k^{*2}\) such that \(a\) and \(b\) are independent mod \(k^{*2}\) and \((a, -b) = 1 \in \text{Br}(k)\).

We denote by \(C_n = \langle \rho | \rho^n = 1 \rangle\) the cyclic group of order \(n\), and \(C_2^2 = C_2 \times C_2 = \text{Gal}(k(\sqrt{a}, \sqrt{b})/k)\). We will assume without further mentioning that \(a\) and \(b\) are independent mod \(k\) and \(a, b \in k\), given by \(\sqrt{a}^{\rho_1} = -\sqrt{a}, \sqrt{b}^{\rho_1} = \sqrt{b}, \sqrt{a}^{\rho_2} = \sqrt{a}, \sqrt{b}^{\rho_2} = -\sqrt{b}\).

2. THE EMBEDDING PROBLEM WITH ABELIAN KERNEL

Let the problem \((K/k, G, A)\) with abelian kernel be given. For our purposes we follow the approach to the description of embedding conditions given in [ILF, III, Section 13]. Let \(\bar{k}\) be the algebraic separable closure of \(k\) with profinite Galois group \(\bar{F}\). Then we have the group extension \(1 \to R \to \bar{F} \to F \to 1\) and the lifting homomorphism \(\lambda: H^2(F, A) \to H^2(\bar{F}, A)\). We denote by \(c\) the cohomology class from \(\lambda\) corresponding to the extension \(1 \to A \to G \to F \to 1\), and put \(\bar{c} = \lambda c\).

**Theorem 2.1 (ILF, Theorem 3.13.2).** The embedding problem \((K/k, G, A)\) is solvable if and only if \(\bar{c} = 0\).

Let the field \(K\) contain a primitive root of unity of degree equal to the order of the kernel \(A\). Then we can define the character group \(\hat{A} = \text{Hom}(A, k^*)\) and make it an \(F\)-module by \(\chi^\rho(a) = \chi(a^\rho)^{-1}\), for \(\chi \in \hat{A}\), \(a \in A\), \(\rho \in F\). Everywhere we mention the character group we will assume that \(K\) contains the necessary roots of unity. Let \(\mathbb{Z}[\hat{A}]\) be a free abelian group with generators \(e_\chi\) which we make an \(F\)-module by the setting \(e_\chi^\rho = e_{\chi^\rho}\). Then there is an exact sequence of \(F\)-modules

\[
0 \to V \to \mathbb{Z}[-\hat{A}] \to \hat{A} \to 0;
\]

here the epimorphism \(\mathbb{Z}[-\hat{A}] \to \hat{A}\) is defined by \(e_\chi \mapsto \chi\), and the kernel \(V\) is a free abelian group generated by the elements \(e_{\chi_1} + e_{\chi_2} - e_{\chi_1 \chi_2}\), \(\chi_1, \chi_2 \in \hat{A}\).

By the natural epimorphism \(\bar{F} \to F\) all \(F\)-modules become \(\bar{F}\)-modules. The exact sequence \(0 \to V \to \mathbb{Z}[-\hat{A}] \to \hat{A} \to 0\) implies, by the completeness of the multiplicative group \(\bar{k}^*\) of \(\bar{k}\), the exact sequence

\[
0 \to A \cong \text{Hom}(\hat{A}, \bar{k}^*) \to \text{Hom}(\mathbb{Z}[-\hat{A}], \bar{k}^*) \to \text{Hom}(V, \bar{k}^*) \to 0.
\]
Since $H^1(\bar{F}, \text{Hom}(\mathbb{Z}[\hat{A}], \bar{k}^*)) = 0$ (see [ILF, III, Section 13.3]), this exact sequence implies the exact cohomology sequence

$$0 \to H^1(\bar{F}, \text{Hom}(V, \bar{k}^*)) \xrightarrow{\beta} H^2(\bar{F}, A) \xrightarrow{\gamma} H^2(\bar{F}, \text{Hom}(\mathbb{Z}[\hat{A}], \bar{k}^*)).$$

We call the element $\eta = \gamma \epsilon$ the first obstruction. Its triviality $\eta = 0$ is necessary for the solvability of the problem $(K/k, G, A)$. When the first obstruction is trivial (the compatibility condition) there exists a unique $\xi \in H^1(\bar{F}, \text{Hom}(V, \bar{k}^*))$ such that $\epsilon = \beta \xi$. We call the element $\xi$ the second obstruction. Its triviality $\xi = 0$ is necessary and sufficient for the solvability of the problem $(K/k, G, A)$.

Applying the Hochschild–Serre theorem on cohomology lifting, we obtain the exact sequence

$$0 \to H^1(\bar{F}, \text{Hom}(V, K^*)) \to H^1(\bar{F}, \text{Hom}(V, \bar{k}^*)) \to H^1(R, \text{Hom}(V, \bar{k}^*)).$$

Since $H^1(R, \text{Hom}(V, \bar{k}^*)) = 0$ we have by the arguments given before [ILF, Theorem 3.13.3]

$$H^1(\bar{F}, \text{Hom}(V, \bar{k}^*)) \cong H^1(\bar{F}, \text{Hom}(V, K^*)) \cong \text{Ext}^1_{\bar{F}}(V, K^*).$$

The exact sequence $0 \to V \to \mathbb{Z}[\hat{A}] \to \hat{A} \to 0$ also implies the exact sequence for Ext,

$$\text{Ext}^1_{\bar{F}}(\mathbb{Z}[\hat{A}], K^*) \to \text{Ext}^1_{\bar{F}}(V, K^*) \to \text{Ext}^2_{\bar{F}}(\hat{A}, K^*),$$

where $\text{Ext}^1_{\bar{F}}(\mathbb{Z}[\hat{A}], K^*) \equiv H^1(\bar{F}, \text{Hom}(\mathbb{Z}[\hat{A}], K^*)) = 0$; therefore $\xi \in \text{Ext}^2_{\bar{F}}(\hat{A}, K^*)$. This fact is useful, given additional information about the $F$-module structure of the character group $\hat{A}$.

3. THE BRAUER PROBLEM

Let $A = \langle a \rangle$ be a cyclic group of order $n$, and let $\zeta \in K$ be a primitive $n$th root of unity. Then $\zeta^\rho = \zeta^{k_{\rho}}$, for $\rho \in F$; $k_{\rho}$ is an integer mod $n$. When $a^\rho = \bar{p}^{-1} a \bar{p} = a^{k_{\rho}}$ ($\bar{p}$ is a preimage of $\rho$ in $G$) the problem $(K/k, G, A = \langle a \rangle)$ is called the Brauer problem. Applying the techniques in the previous section we can give another proof of [ILF, Theorem 3.1].

Theorem 3.1. For the Brauer problem, the compatibility is sufficient for solvability.
Proof. We take $\chi \in \hat{A}$ such that $\chi(a) = \zeta$. Then $\chi^\rho(a) = \chi(a^\rho) = \chi(a^\rho)^{-1} = \chi(a^\rho)^{-1} = \zeta$. Consequently, $\hat{A} = \{ \chi \} = \mathbb{Z}[\hat{A}]$, and $V$ are modules on which $F$ acts trivially. The group $\text{Hom}(V, K^*)$ is a direct product of several copies of $K^*$ and by Spieser’s theorem $H^1(F, \text{Hom}(V, K^*)) = 0$.

Also, we can obtain this fact as a corollary by the following theorem.

**Theorem 3.2.** Let the abelian kernel $A$ be such that $\chi^\rho = \chi^{\pm 1}$, $\chi \in \hat{A}$, $\rho \in F$. The problem $(K/k, G, A)$ is solvable if and only if the compatibility condition is satisfied.

**Proof.** First we show that for arbitrary $\chi_1, \chi_2 \in \hat{A}$, $\rho \in F$ is satisfied.

\[ \chi_1^\rho = \chi_1, \chi_2^\rho = \chi_2, (\chi_1 \chi_2)^\rho = \chi_1 \chi_2 \quad \text{or} \]
\[ \chi_1^\rho = \chi_1^{-1}, \chi_2^\rho = \chi_2^{-1}, (\chi_1 \chi_2)^\rho = \chi_1^{-1} \chi_2^{-1}. \]

Assume $\chi_1^\rho = \chi_1^{-1}$ and $\chi_2^\rho = \chi_2$. Then we have two cases. In the first case $(\chi_1 \chi_2)^\rho = \chi_1^{-1} \chi_2 = \chi_1 \chi_2$, whence $\chi_1^\rho = \chi_1$; i.e., $\chi_1^\rho = \chi_1^{-1} = \chi_1$. In the second case $(\chi_1 \chi_2)^\rho = \chi_1^{-1} \chi_2 = \chi_1 \chi_2^{-1}$, whence $\chi_2^\rho = \chi_2$; i.e., $\chi_2^\rho = \chi_2^{-1} = \chi_2$. This proves our assertion.

Now, we denote by $U$ the free abelian group generated by the elements $e_{\chi} + e_{\chi^{-1}}$, $\chi \in \hat{A}$. It can be shown that $V/U$ is a free abelian group. The group $F$ acts on $U$ trivially, since $(e_{\chi} + e_{\chi^{-1}})^\rho = e_{\chi} + e_{\chi^{-1}}$, $\chi \in \hat{A}$, $\rho \in F$. Then the group $\text{Hom}(U, K^*)$ is a direct product of several copies of $K^*$; therefore $H^1(F, \text{Hom}(U, K^*)) = 0$.

Further, $e_{\chi^{-1}} = -e_{\chi} + e_{\chi}$, whence $e_{\chi}^\rho = e_{\chi^{-1}}^\rho = \pm e_{\chi}$. For an arbitrary generator $\nu = e_{x_1} + e_{x_2} - e_{x_1 x_2} \in V$ we have $\nu^\rho = e_{y^\rho} + e_{y^\rho} - e_{(x_1 x_2)^\rho} = \pm \nu$ mod $U$ by the above arguments. Therefore $V/U \cong \sum \mathbb{Z}\nu$, $\nu = \nu + U$, $(\mathbb{Z}\nu)^\rho = \mathbb{Z}\nu$, whence $\text{Hom}(V/U, K^*)$ is also a direct product of several copies of $K^*$, and $H^1(F, \text{Hom}(V/U, K^*)) = 0$. The exact sequence $0 \to U \to V \to V/U \to 0$ implies, by applying $\text{Hom}$ and then cohomology, the exact sequences

\[ 0 \to \text{Hom}(V/U, K^*) \to \text{Hom}(V, K^*) \to \text{Hom}(U, K^*) \to 0 \]

and

\[ 0 = H^1(F, \text{Hom}(V/U, K^*)) \to H^1(F, \text{Hom}(V, K^*)) \to H^1(F, \text{Hom}(U, K^*)) = 0. \]

Thus, $H^1(F, \text{Hom}(V, K^*)) = 0$ and the theorem holds.

**Corollary 3.3** ([ILF, III, Section 4.1]). The embedding problem $(K/k, G, A)$ with cyclic kernel of order 4 is solvable if and only if the compatibility condition is satisfied.
Proof. Let the character group \( \hat{A} \) be generated by an element \( \chi \) of order 4. Then for any \( \rho \in F \) we have \( \chi^\rho = \chi \pm 1, \ (\chi^2)^\rho = \chi^2 \). □

If one allows only Galois extensions as solutions for the embedding problem with cyclic kernel of order 4, the compatibility condition is sufficient for solvability if and only if the number of square classes \( [k^*/k^{*2}] \) is large enough (see Corollary 3.6 and Example 6.4 and also [Le2]).

We proceed with an example involving the generalized quaternion group of order \( 2^{n+1} \) given by the presentation

\[
Q_{2^{n+1}} \cong \langle \sigma, \tau \mid \sigma^{2^n} = 1, \tau^2 = \sigma^{2^{n-1}}, \tau \sigma = \sigma^{-1} \tau \rangle.
\]

**Example 3.4.** Consider the extension

\[
1 \to C_{2^n} \to Q_{2^{n+1}} \to C_2 = \text{Gal}(k(\sqrt{-1})/k) \to 1.
\]

Let \( \zeta \in K = k(\sqrt{-1}) \) be a primitive \( 2^n \)-th root of unity, and let \( \zeta^\rho = \zeta^{-1} \). We show that the problem \((K/k, Q_{2^{n+1}}, \langle \sigma \rangle)\) is solvable if and only if \((-1, -1) = 1 \in \text{Br}(k)\).

Since the problem is Brauer, we need only to examine the compatibility condition. The character group \( \hat{A} \) is generated by an element \( \chi \), where \( \chi^i = \zeta^i, \ i = 1, \ldots, 2^n \). The crossed product algebra \( Q_{2^{n+1}} \times K \cong \bigoplus_{j=1}^{2^n} (Q_{2^{n+1}} \times K) l_j \), where \( l_j \) are the minimal orthogonal idempotents,

\[
l_j = \frac{1}{2^n} \sum_{j=1}^{2^n} \sigma^j \chi^i(\sigma^i) = \frac{1}{2^n} \sum_{j=1}^{2^n} \sigma^{[2^n]} i, j = 1, \ldots, 2^n.
\]

Further,

\[
\tau l_j = \frac{1}{2^n} \sum_{j=1}^{2^n} \tau \sigma^j \chi^i = \frac{1}{2^n} \sum_{j=1}^{2^n} \sigma^{-i} \tau \chi^i
\]

\[
= \frac{1}{2^n} \sum_{j=1}^{2^n} \sigma^{-i} \chi^i \tau = \frac{1}{2^n} \sum_{j=1}^{2^n} \sigma^{-i} \chi^i \tau = l_j \tau.
\]

Whence,

\[
(\tau l_j)^2 = \tau^2 l_j = \sigma^2 l_j = \frac{1}{2^n} \sum_{j=1}^{2^n} \sigma^{2^{n-1}} \chi^i,
\]

but \( \chi^{(2^{n-1} + i)} = \chi^{2^{n-1} - ij} = (-1)^j \chi^i \). Therefore, \((\tau l_j)^2 = (-1)^j l_j \). Since \((\tau l_j)(\sqrt{-1} l_j) = -(\sqrt{-1} l_j)(\tau l_j)(\sqrt{-1} l_j) = -l_j \), the elements \( \tau l_j \) and \( \sqrt{-1} l_j \) generate the quaternion algebra \((Q_{2^{n+1}} \times K) l_j \cong ((-1)^j, -1/k)\). Thus, \((Q_{2^{n+1}} \times K) l_j \cong (1, -1/k) \cong \text{Mat}_2 k\), when \( j \) is even and \((Q_{2^{n+1}} \times K) l_j \cong (1, 1/k) \cong \text{Mat}_2 k\), when \( j \) is odd.
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K)l_j \equiv (-1, -1/k), when j is odd. Whence \( Q_{2j+1} \times K \) is the matrix algebra if and only if \((-1, -1/k) \equiv \text{Mat}_2 k; \text{i.e., } (-1, -1) = 1 \in \text{Br}(k).

**Corollary 3.5** (see Example 7.7). *Given the extension*

\[ 1 \to C_8 \cong \langle \sigma \rangle \to Q_{16} \to C_2 = \text{Gal}(k(\sqrt{-1})/k) \to 1, \]

where \( Q_{16} \) is the quaternion group of order 16 and \( 2 \in k^{\times 2}, \) the problem \((k(\sqrt{-1})/k, Q_{16}, \langle \sigma \rangle)\) is solvable if and only if \((-1, -1) = 1 \in \text{Br}(k).

**Proof.** It is enough to set \( \zeta = \frac{\sqrt{2}}{2} + \sqrt{-1} \frac{\sqrt{2}}{2} \in k(\sqrt{-1}). \) Indeed, \( \zeta^2 = \sqrt{-1}, \zeta^4 = -1, \zeta^8 = 1, \) and \( \zeta^\rho = \frac{\sqrt{2}}{2} - \sqrt{-1} \frac{\sqrt{2}}{2} = \zeta^{-1}. \)

**Corollary 3.6** (see Example 6.5). *Given the extension*

\[ 1 \to C_4 \cong \langle \sigma \rangle \to Q_8 \to C_2 = \text{Gal}(k(\sqrt{-1})/k) \to 1, \]

the problem \((k(\sqrt{-1})/k, Q_8, \langle \sigma \rangle)\) is solvable if and only if \((-1, -1) = 1 \in \text{Br}(k).

**4. Associated Problems of the First Kind**

An embedding problem whose solvability is necessary for the solvability of a given problem is called an *associated problem.*

Let \( \varphi: A \to A_1 \) be an \( F\)-homomorphism. Then \( \varphi \) yields the commutative diagram

\[
\begin{array}{ccc}
1 & \longrightarrow & A \\
\downarrow & & \downarrow \varphi \\
1 & \longrightarrow & G \end{array}
\]

for some homomorphism \( \psi: G \to G_1. \) We denote by \( c \in H^2(F, A) \) the cohomology class corresponding to the first row, and by \( c_1 \in H^2(F, A_1) \) the cohomology class corresponding to the second row. Obviously, \( c_1 \) is obtained by applying \( \varphi \) to the 2-cocycles that constitute the class \( c \in H^2(F, A). \) From the commutative diagram

\[
\begin{array}{ccc}
H^2(F, A) & \xrightarrow{\lambda} & H^2(F, A) \\
\downarrow \varphi_* & & \downarrow \varphi \\
H^2(F, A_1) & \xrightarrow{\lambda_1} & H^2(F, A_1)
\end{array}
\]
we have $\bar{c}_1 = \lambda_1 c_1 = \lambda_1 \varphi_* c = \varphi \lambda \bar{c} = \varphi \bar{c}$. Therefore, the solvability of the problem $(K/k, G, A)$ implies the solvability of the problem $(K/k_1, G_1, A_1)$ by Theorem 2.1.

Remark. The same is true even if $A$ and $A_1$ are non-abelian groups.

Example 4.1. Assume $(b, b) = 1$, where $b \in k^* \setminus k^{*^2}$. The problem related to the exact sequence

$$1 \rightarrow C_{2^n} \cong \langle \sigma \rangle \rightarrow Q_{2^{n+1}} \rightarrow C_2 = \text{Gal}(k(\sqrt{b})/k) \rightarrow 1$$

is solvable. Indeed, we have the commutative diagram

$$
\begin{array}{ccc}
1 & \rightarrow & C_2 \cong \langle \sigma^{2^{n-1}} \rangle \\
\downarrow & & \downarrow \\
1 & \rightarrow & C_{2^n} \cong \langle \sigma \rangle \\
\end{array}
\begin{array}{ccc}
& 1 & \\
& \downarrow & \downarrow & \\
& 1 & \\
\end{array}
\begin{array}{ccc}
1 & \rightarrow & Q_{2^{n+1}} \\
\downarrow & & \downarrow \\
1 & \rightarrow & C_2 = \text{Gal}(k(\sqrt{b})/k) \\
\end{array}
$$

It is well known that the problem $(k(\sqrt{b})/k, C_4, C_2)$ related to the first row is solvable if and only if $(b, b) = 1$, which is sufficient for the solvability of the problem $(k(\sqrt{b})/k, Q_4, \langle \sigma \rangle)$ by the above arguments. However, this is not a necessary condition as the examples in Sections 6 and 7 show.

Now, let $\varphi: A \rightarrow A_1$ be an $F$-epimorphism. We call the problem $(K/k, G_1, A_1)$ an associated problem of the first kind. Then $\varphi$ induces the injection $A_1 \hookrightarrow \text{Hom}(A_1, K^*) \rightarrow A = \text{Hom}(A, K^*)$ and the commutative diagram with exact rows and columns

$$
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\downarrow & & & & & & & \\
0 & V_1 & \rightarrow & \mathbf{Z}[\hat{A}_1] & \rightarrow & \hat{A}_1 & \rightarrow & 0 \\
\downarrow & & & & & \downarrow & & \\
0 & V & \rightarrow & \mathbf{Z}[\hat{A}] & \rightarrow & \hat{A} & \rightarrow & 0 \\
\downarrow & & & & & \downarrow & & \\
0 & V/V_1 & \rightarrow & \mathbf{Z}[\hat{A}]/\mathbf{Z}[\hat{A}_1] & \rightarrow & \hat{A}/\hat{A}_1 & \rightarrow & 0 \\
\downarrow & & & & & \downarrow & & \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{array}
$$
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Since $\hat{A}_1 \subset \hat{A}$, $\mathbb{Z}[\hat{A}]/\mathbb{Z}[\hat{A}_1]$, and $V/V_1$ are free $\mathbb{Z}$-modules. Consequently, the sequence of $F$-modules

$$0 \to \text{Hom}(V/V_1, K^*) \to \text{Hom}(V, K^*) \to \text{Hom}(V_1, K^*) \to 0$$

is exact. Further, the maps $\varphi: A \to A_1$, $\mu: \text{Hom}(V, K^*) \to \text{Hom}(V_1, K^*)$, and $\nu: \text{Hom}(\mathbb{Z}[\hat{A}], \bar{k}^*) \to \text{Hom}(\mathbb{Z}[\hat{A}_1], \bar{k}^*)$ induce the commutative diagram with exact rows

$$0 \to H^1(\bar{F}, \text{Hom}(V, \bar{k}^*)) \xrightarrow{\beta} H^2(\bar{F}, A) \xrightarrow{\gamma} H^2(\bar{F}, \text{Hom}(\mathbb{Z}[\hat{A}], \bar{k}^*))$$

$$0 \to H^1(\bar{F}, \text{Hom}(V_1, \bar{k}^*)) \xrightarrow{\beta_1} H^2(\bar{F}, A_1) \xrightarrow{\gamma_1} H^2(\bar{F}, \text{Hom}(\mathbb{Z}[\hat{A}_1], \bar{k}^*))$$

Thus, we have shown the following theorem.

**Theorem 4.2.** Let $\eta$ and $\xi$ be, respectively, the first and the second obstruction to the problem $(K/k, G, A)$. Then $\bar{\nu}\eta$ and $\bar{\mu}\xi$ are, respectively, the first and the second obstruction to the problem $(K/k, G_1, A_1)$.

Similarly, the commutative diagram

$$0 \to \text{Ext}^1_\mathbb{F}(V, K^*) \to \text{Ext}^2_\mathbb{F}(\hat{A}, K^*)$$

$$0 \to \text{Ext}^1_\mathbb{F}(V_1, K^*) \to \text{Ext}^2(\hat{A}_1, K^*)$$

where $\mu_*$ and $\varphi_*$ are induced by the inclusion maps, implies

**Corollary 4.3.** Let the first obstruction be trivial ($\eta = 0$). Then $\varphi_*\xi$ is the second obstruction to the problem $(K/k, G_1, A_1)$.

5. ASSOCIATED PROBLEMS OF THE SECOND KIND

Given a problem $(K/k, G, A)$, let $F_1$ be a subgroup of $F$. We put $G_1 = \alpha^{-1}(F_1)$ and denote by $k_1$ the subfield of $F_1$-invariant elements in $K$. We call the problem $(K/k_1, G_1, A)$ an associated problem of the second kind. It is clear that a solution of the initial problem is also a solution to the associated problem of the second kind.
We have the restriction map \( \text{res} : H^2(F, A) \to H^2(F_1, A) \), and the commutative diagram

\[
\begin{array}{cccc}
1 & \to & A & \to \ G_1 \xrightarrow{\alpha_1} F_1 = \text{Gal}(K/k_1) & \to & 1 \\
& & \downarrow\text{id} & \downarrow\text{id} & \downarrow\text{id} \\
1 & \to & A & \to \ G & \xrightarrow{\alpha} F = \text{Gal}(K/k) & \to & 1.
\end{array}
\]

We put \( c_1 = \text{res} c, \ F_1 = \text{Gal}(\bar{k}/k_1) \), and the commutative diagram

\[
\begin{array}{cc}
H^2(F, A) & \xrightarrow{\lambda} H^2(F_1, A) \\
\downarrow\text{res} & \downarrow\text{res} \\
H^2(F_1, A) & \xrightarrow{\lambda_1} H^2(F_1, A)
\end{array}
\]

implies \( \overline{c}_1 = \lambda_1 c_1 = \lambda_1 \text{res} c = \text{res} \lambda c = \text{res} \overline{c} \). Then we obtain the commutative diagram with exact rows

\[
\begin{array}{cccc}
0 & \to & H^1(\bar{F}, \text{Hom}(V, \bar{k}^*)) & \xrightarrow{\beta} H^2(\bar{F}, A) & \xrightarrow{\gamma} H^2(\bar{F}, \text{Hom}(Z[\hat{A}], \bar{k}^*)) \\
& & \downarrow\text{res} & \downarrow\text{res} & \downarrow\text{res} \\
0 & \to & H^1(\bar{F}_1, \text{Hom}(V, \bar{k}^*)) & \xrightarrow{\beta_1} H^2(\bar{F}_1, A) & \xrightarrow{\gamma_1} H^2(\bar{F}_1, \text{Hom}(Z[\hat{A}], \bar{k}^*))
\end{array}
\]

where the vertical maps are restriction maps. Thus, we have shown the following analog of theorem 4.2.

**Theorem 5.1.** Let \( \eta \) and \( \xi \) be, respectively, the first and the second obstruction to the problem \((K/k, G, A)\). Then \( \text{res} \eta \) and \( \text{res} \xi \) are, respectively, the first and the second obstruction to the problem \((K/k_1, G_1, A)\).

Clearly, we can always reduce an embedding problem with abelian kernel to an embedding problem with abelian \( p \)-kernel, \( p \) being a prime (known as the first Kochendorffer theorem [ILF, Theorem 3.5]).

Now, let \( A \) be an abelian \( p \)-group, and let \( F_1 \) be a Sylow \( p \)-subgroup in \( F \). We denote by \( G_1 \) the preimage of \( F_1 \) in \( G \); \( m = |F| = p^m, (p, m_p) = 1, |F_1| = p' \). Then we can give a short proof to the well-known Kochendörffer-Faddeev reduction theorem (the second Kochendörffer theorem [ILF, Theorem 3.8; Ko]).

**Theorem 5.2.** The problem \((K/k, G, A)\) is solvable if and only if the problem \((K/k_1, G_1, A)\) is solvable.

**Proof.** Let the associated problem \((K/k_1, G_1, A)\) be solvable. Then \( \overline{c}_1 = 0 \) and \( m_p \overline{c} = 0 \), since \( \bar{F} \) is a profinite group and \((\bar{F} : \bar{F}_1) = m_p \) (see [Se, I, Section 2.4, Proposition 9]).
Now, let $F_2$ be a Sylow $q$-subgroup in $F$, $q \neq p$. Whence the group extension $1 \rightarrow A \rightarrow G_2 \rightarrow F_2 \rightarrow 1$ is split; i.e., $c_2 = 0$, where $c_2$ is the cohomology class in $H^2(F_2, A)$, corresponding to the extension $1 \rightarrow A \rightarrow G_2 \rightarrow F_2 \rightarrow 1$. Therefore, $\bar{c}_2 = 0$; $\bar{c}_2$ is the lifting of $c_2$ in $H^2(\bar{F}_2, A)$. Thus we have obtained that the restriction of $\bar{c} \in H^2(\bar{F}, A)$ into $H^2(\bar{F}_i, A)$ is zero, for all Sylow $p_i$-subgroups, $F_i$ in $F$. This means that $m_p \bar{c} = 0$ for all prime divisors $p_i$ of $m$ and consequently $\bar{c} = 0$; i.e., the problem $(K/k, G, A)$ is solvable.

The two Kochendörffer theorems in effect reduce the embedding problem with abelian kernel to the embedding problem for $p$-groups.

6. THE QUATERNION GROUP OF ORDER 8

From now on we deal only with Galois extensions over fields with characteristic not 2. In this section, we examine the obstructions to certain embedding problems for the quaternion group of order 8, given by the presentation $Q \cong \langle \sigma, \tau | \sigma^4 = 1, \tau^2 = \sigma^2, \tau \sigma = \sigma^{-1} \tau \rangle$. The realizability of $Q_8$ is discussed in many works such as [Wa, Wi, Ki]. In [JY] Jensen and Yui give an explicit construction and a survey of known results. In [Va] is investigated the construction of quaternionic fields over the rational field $\mathbb{Q}$.

Helping our consideration is the following salient theorem.

**Theorem 6.1** (see [ILF, I, Section 10]). *Let $K/k$ be a Galois extension with Galois group $F = \text{Gal}(K/k)$ and let $B \subset A \subset G$ be groups such that $A$ and $B$ are normal in $G$ and $F \cong G/A$. The field $L \supset K$ is a solution of the embedding problem

$$1 \rightarrow A \rightarrow G \rightarrow F = \text{Gal}(K/k) \rightarrow 1$$

if and only if the problem

$$1 \rightarrow A/B \rightarrow G/B \rightarrow F = \text{Gal}(K/k) \rightarrow 1$$

has a solution $K_1 \supset K$ and the problem

$$1 \rightarrow B \rightarrow G \rightarrow G/B = \text{Gal}(K_1/k) \rightarrow 1$$

has a solution $L \supset K_1 \supset K$.\n
Now, let us consider the embedding problem

$$1 \rightarrow C_4 \cong \langle \sigma \rangle \rightarrow Q_8 \rightarrow C_2 = \text{Gal}(k(\sqrt{\beta})/k) \rightarrow 1. \tag{1}$$
The associated problem

$$1 \rightarrow C_2 \cong \langle \sigma \rangle / \langle \sigma^2 \rangle \rightarrow C_2^2 \cong \mathbb{Q}_8 / \langle \sigma^2 \rangle \rightarrow C_2 = \text{Gal}(k(\sqrt{b})/k) \rightarrow 1$$

is solvable if and only if $|k^*/k^{*2}| \geq 4$; i.e., $\exists a \in k^* \setminus k^{*2}: a$ and $b$ are independent mod $k^{*2}$. Then the problem

$$1 \rightarrow C_2 \cong \langle \sigma^2 \rangle / \langle \sigma^2 \rangle \rightarrow C_2^2 \cong \text{Gal}(k(\sqrt{a}, \sqrt{b})/k) \rightarrow 1$$

is solvable if and only if $(a, ab)(b, b) = 1$ [Le1, Section 3; Ki, Theorem 4; GSS, Theorem 3.11]. By Theorem 6.1 the problem (1) is solvable $\iff \exists a \in k^* \setminus k^{*2}: a$ and $b$ are independent mod $k^{*2}$ and $1 = (a, ab)(b, b) = (a, a)(a, b)(b, b) = (a, -1)(a, b)(b, b) = (a, -b)(b, b)$.

**Lemma 6.2.** Assume $b \in k^* \setminus k^{*2}$. There exists $a \in k^* \setminus k^{*2}: a$ and $b$ are independent mod $k^{*2}$ and $(a, -b) = (b, b)$ if and only if $b$ is a sum of three non-zero squares or $b$ is a sum of two squares and $b$ is not rigid.

**Proof.** Let $(a, -b)(b, b) = 1$, for some $a \in k^* \setminus k^{*2}$. By Proposition 1.1 $\exists x \in k$: $(-1, ax) = (b, -ax) = (-b, x) = 1$. Then $ax = u^2 + v^2$, for some $u, v \in k$ and $b = w^2 + axy^2 = w^2 + (u^2 + v^2)y^2$, for some $w, y \in k$; i.e., $b$ is a sum of three squares. If $b$ is a sum of two squares then $(a, -b) = (b, b) = 1$; i.e., $b$ is not rigid.

Conversely, let $b = u^2 + v^2 + w^2$, for some $u, v, w \in k$. If $u, v, w \in k^*$ we set $a = u^2 + v^2$ and then $(a, -b)(b, b) = (-1, a)(a, b)(b, -1) = (-1, a)(-a, b) = 1$. If $a$ and $b$ are dependent mod $k^{*2}$ then $b$ is a sum of two squares. When $b$ is a sum of two squares and $b$ is not rigid we have $(a, -b) = (b, b) = 1$, for some $a \in k^* \setminus k^{*2}: a$ and $b$ are independent mod $k^{*2}$.

Whence we immediately get the following.

**Example 6.3.** Assume $b = 2$. The problem (1) is solvable if and only if $2$ is not rigid.

**Example 6.4.** Assume $2 \notin k^{*2}$ and $b = y^2 + 1/y^2 \notin 2 \bmod k^{*2}$, for some $y \in k^*$, the problem (1) is always solvable. Indeed, $(b, b) = 1$ and $b = y^2 + 1/y^2 = (y + 1/y)^2 - 2$. Therefore, $(-b, 2) = (-1, 2)(b, 2) = 1$ and we can set $a = 2$. (The special case $k = \mathbb{Q}$ and $a = 2$ is studied in [Co].)

**Example 6.5** [Wa, Lemma 1]. Assume $b = -1$. The problem (1) is solvable if and only if $|k^*/k^{*2}| \geq 4$ and $s(k) = 2$. Indeed, the obstruction then is $(a, -a)(-1, -1) = (-1, -1) = 1 \iff s(k) = 2$. 
Corollary 6.6. Assume \( s(k) = 4 \). The group \( Q_8 \) is always realizable.

Proof. Let \(-1 = a_1^2 + a_2^2 + a_3^2 + a_4^2, a_i \in k^* \). We put \( b = a_1^2 + a_2^2, a = a_1^2 + a_2^2 + a_3^2 \). Obviously, \((a, -b) = (b, b) = 1\), \( a \) and \( b \) are independent mod \( k^* \); otherwise \( s(k) \leq 2 \).

7. The Quaternion Group of Order 16

Similarly to the previous section, we consider the quaternion group of order 16, given by the presentation \( Q_{16} \equiv \langle \sigma, \tau \mid \sigma^8 = 1, \tau^2 = \sigma^4, \tau\sigma = \sigma^{-1}\tau \rangle \). Consider the embedding problem

\[
1 \to C_4 \equiv \langle \sigma^2 \rangle \to Q_{16} \to C_2^2 = \text{Gal}(k(\sqrt{a}, \sqrt{b})/k) \to 1. \tag{2}
\]

It is well known that the associated problem

\[
1 \to C_2 \equiv \langle \sigma^2 \rangle / \langle \sigma^4 \rangle \to D_8 \equiv Q_{16} / \langle \sigma^4 \rangle \to C_2^2 = \text{Gal}(k(\sqrt{a}, \sqrt{b})/k) \to 1
\]

is solvable if and only if \((a, ab) = 1\). If \((a, ab) = 1\) then there exists a \( D_8 \) (\( D_8 \) is the dihedral group of order 8) extension \( L/k \) such that \( L \supset k(\sqrt{a}, \sqrt{b}) \). The problem

\[
1 \to C_2 \equiv \langle \sigma^4 \rangle \to Q_{16} \to D_8 \to 1
\]

is solvable if and only if \((ab, 2)(b, b) = (-b, x)\), for some \( x \in k^* \) [Le1, Example 4.4; GSS, Theorem 4.6.4]. By Theorem 6.1 the problem (2) is solvable if and only if \((a, ab) = 1\) and \((ab, 2)(b, b) = (-b, x)\), for some \( x \in k^* \).

As before, given the extensions

\[
1 \to C_8 \equiv \langle \sigma \rangle \to Q_{16} \to C_2 = \text{Gal}(k(\sqrt{b})/k) \to 1, \tag{3}
\]

\[
1 \to C_2 \equiv \langle \sigma \rangle / \langle \sigma^2 \rangle \to C_2^2 = \text{Gal}(k(\sqrt{b})/k) \to 1,
\]

\[
1 \to C_4 \equiv \langle \sigma^2 \rangle \to Q_{16} \to C_2^2 \to 1
\]

the problem (3) is solvable if and only if \( \exists a \in k^* \setminus k^{*2} \): \( a \) and \( b \) are independent mod \( k^{*2} \), \((a, ab) = 1\), and \( \exists x \in k^* \): \((ab, 2)(b, b) = (-b, x)\).

By the remark after Example 4.4 in [Le1] \( b \) is a sum of nine squares and
we can write down the following analog of Lemma 6.2 (when \( b \) is a sum of two or three non-zero squares).

**Lemma 7.1.** \( b \in k^* \) is a sum of three squares \( \iff \exists x \in k^* \); \((b,b) = (-b,x)\).

**Example 7.2.** Assume \( a = -2, b = 2 \). Then \((a,ab) = (-2,-2), (b,b) = (2,2) = 1, (ab,2) = 1\). Thus, the problem (2) for \( a = -2, b = 2 \) is solvable if and only if \((-2,-2) = 1\).

**Example 7.3.** Assume \( a = 2, b = -2, s(k) = 2 \). Then \( (a,ab) = (2, -1) = (ab,2) = 1 \) and \((b,b) = (-2, -2) = (-2, -1) = (2, -1)(-1, -1) = (1, -1) = 1\). Thus, the problem (2) for \( a = 2, b = -2, s(k) = 2 \) is solvable.

**Example 7.4.** The problem (2) for \( b = -a \) is solvable if and only if \( a \) is a sum of two squares and \(-a \) is a sum of three squares. Indeed, \((a,ab) = (a, -1) = 1 \iff a \) is a sum of two squares; \((ab,2) = (2, -1) = 1\) and \((-a,-a) = (a,x)\), for some \( x \in k^* \iff -a \) is a sum of three squares by Lemma 7.1.

**Corollary 7.5.** Assume \( s(k) = 4 \). The group \( Q_{16} \) is always realizable.

**Proof.** \( s(k) = 4 \Rightarrow \exists x_i \in k^*, i = 1, \ldots, 5, \) such that \( \alpha_i^2 + \alpha_i^2 + \alpha_i^2 + \alpha_i^2 = 0 \). If we set \( a = \alpha_i^2 + \alpha_i^2 \) then \(-a = \alpha_i^2 + \alpha_i^2 + \alpha_i^2 \). Note that \( a \) and \(-a \) are independent mod \( k^{*2} \); otherwise \( s(k) \leq 2 \). Whence the problem (2) for \( b = -a \) is solvable by Example 7.4.

Next, we proceed with examples of problems of type (3).

**Example 7.6.** Let \( b = -1 \) and \(-2 \in k^{*2} \). Then \((a,ab) = (a,-a) = 1, (ab,2b,b)(-b,b) = (-a,2(-1,-1)x) = (-a, -1)(-1, -1) = (a,-1) = 1 \iff a \) is a sum of two squares. Thus, the problem (3) for \( b = -1 \) and \(-2 \in k^{*2} \) is solvable if and only if \( \exists y, z \in k, y^2 + z^2 \notin \pm k^{*2} \).

**Example 7.7.** Let \( b = -1 \) and \( 2 \in k^{*2} \). Then \((a,ab) = (a,-a) = 1, (ab,2b,b)(-b,b) = (-1, -1) = 1 \iff s(k) = 2 \). Thus the problem (3) for \( b = -1 \) and \( 2 \in k^{*2} \) is solvable if and only if \( |k^{*}/k^{*2}| \geq 4 \) and \( s(k) = 2 \).

**Example 7.8.** Assume \((-2,-2) = 1\); i.e., \( \exists \alpha, \beta \in k: \alpha^2 + 2\beta^2 = -2, b = y^2 + 1/y^2 \), for some \( y \in k^* \). As in Example 6, (6) \((b,b) = 1 \) and \( b = y^2 + 1/y^2 = (y + 1/y)^2 - 2 \), whence \((b,2) = 1 \).

Further, consider the element \( a = \alpha^2 + b\beta^2 \). We have \((a,-b) = 1, \) and

\[
\begin{align*}
a &= \alpha^2 + b\beta^2 \in k^{*2} \iff b + (\alpha/\beta)^2 \in k^{*2} \\
a &= \alpha^2 + b\beta^2 \in \beta k^{*2} \iff 1/b + (\beta/\alpha)^2 \in k^{*2}.
\end{align*}
\]
Also,

\[ a = \alpha^2 + (y^2 + 1/y^2) \beta^2 = \alpha^2 + ((y - 1/y)^2 + 2) \beta^2 \]

\[ = (y - 1/y)^2 \beta^2 + \alpha^2 + 2 \beta^2 = (y - 1/y)^2 \beta^2 - 2, \]

whence \((a, 2) = 1\); therefore \((ab, 2) = (a, 2)(b, 2) = 1\). Thus the problem (3) for \(b = y^2 + 1/y^2, \ y \in k^*, \) such that \(b + (\alpha/\beta)^2 \not\in k^{*2} \) and \(1/b + (\beta/\alpha)^2 \not\in k^{*2}, \) where \(\alpha^2 + 2 \beta^2 = -2\), is solvable.
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